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Formulae to Remember
     _

Statistics One:
1. Mean   x = Σx , Median, Mode

 n






       __
2. Variance and Standard Deviation
σ2 =   Σ fx2  - μ2         σ =  √σ2







  n 
Statistics Two:
1. Correlation coefficient
r =              n Σxy - Σx Σ y           _



 




     √ (n Σx2 - (Σx)2)(n Σy2 - (Σy)2)

2. Line of Best Fit
y = mx + b
_      _           _

_

m =  n Σxy - Σx Σy  
     b = y - mx

x = Σx   and 
y = Σy
         n Σx2 - (Σx)2 



       n

       n


Permutations:
1. n! = n(n-1)(n-2)....(3)(2)(1)

 

2. nPr =    n!  







  (n-r)!

3. Pascal’s Triangle - each row adds to 2n
Combinations:
1. nCr =       n!  _
2. A ( B
Intersection – elements where 2 sets meet   

   (n-r)! r!
3. A ( B
Union – all elements combined together
       
3. choosing one, two etc. up to n items, from n distinct items = 2n - 1

4. choosing zero, one, two etc. up to n items, from n distinct items = 2n 

Binomial Theorem:
1. (a + b)n =  nC0 an +  nC1 an-1 b +  nC2 an-2b2 +  ...

2. General Term 
nCr an-rbr 

Probability         
1. P(A) =   n(A outcomes)    

     n(total outcomes)

2. Odds Against = P(Against) : P(For)

3. Odds In Favour = P(For) : P(Against)

4. Independent Events P(A ( B) = P(A) P(B)

5. Mutually Exclusive Events P(A ( B) = 0

Probability

1. Expected Value E(x) = Σ np

    Distributions
2. Uniform Distribution 
P = 1/n



3. Binomial Distribution
P = nCr prqn-r
where q = 1 - p   


       

eg. p = 0.4, then q = 0.6



4. Mean of the Binomial Distribution 
E(x) = μ = np
        
5. Hypergeometric “choose” Distribution 
P =  mCs  n-mCr-s


6. Infinite    P =   a_  



   nCr


   1 - r


Normal Distribution
1. Normal Tables 



2. Z Score
 Z = X - μ
      


     

σ
3. Mean of the Binomial Distribution 


μ = np    _ 
4. Standard Deviation of the Binomial Distribution 
σ =  √ npq
5. Normal Approximation to Binomial Distribution
X using 0.5 values



   
